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1 Rationale and positioning with regard to the
state-of-the-art

1.1 Handwritten document image analysis is not accurate

The digital era has made available large quantities of handwritten document
images through the Internet. However, the plenty of information conveyed by the
text in these document images remains mostly inaccessible. End users envisage
to search images of handwritten documents through ASCII text queries, but
present document image analysis technology is still far from providing accurate
transcripts for handwritten document images.

1.2 What is handwritten document image analysis?

Handwritten document image analysis consists of page segmentation, text line
segmentation, word segmentation and text recognition stages. Page segmentation
is the process of detecting homogeneous regions of handwritten document im-
ages. The detected regions are labeled as either text regions or non-text regions.
Page segmentation of handwritten documents poses problems such as arbitrarily
shaped complex layout, multiple font types and sizes in a single document im-
age. Text line segmentation is the process of detecting the regions that contain a
single text line. Text line segmentation of handwritten documents is particularly
difficult because of multiple skew directions, touching and overlapping text lines,
multiple font types and sizes, crowded diacritics, and cramped text lines. Word
segmentation is the process of detecting the regions that contain a single word.
Word segmentation of handwritten documents is challenging because of alter-
nating gap sizes among and within the words. Text recognition is the process
of converting the handwritten text present in a segmented word image to the
ASCII text. Text recognition suffers from image degradation due to stains and
inks, multiple font types and sizes, and cursive writing.

1.3 Related work

In the early days of handwritten document image analysis, the researchers use
hand crafted features to solve handwritten document structure and text recogni-
tion problems. Since then the AlexNet [11] achieved a top-5 test error rate almost
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halved the error rate of the second best entry that uses hand crafted features,
numerous deep learning based methods have been proposed for handwritten doc-
ument image analysis tasks. In terms of deep learning for page segmentation the
most effective methods are based on unsupervised Convolutional Neural Net-
work (CNN) [3,34,6], supervised CNN [2,18] and Fully Convolutional Network
(FCN) [35,23,16]. Apart from page segmentation, state of the art results for text
line segmentation has been achieved using unsupervised CNN [13,15] and FCN
[33,25,14,20,7,12]. Deep learning methods are not so common for word segmenta-
tion yet an interesting direction. It has started to be explored using CNN, Long
Short Term Memory (LSTM) and Connectionist Temporal Classification (CTC)
[22] and YOLO [5]. Given the segmented word images, CNN feature extractors
have been observed to work properly for text recognition [27,9,29,30,31].

1.4 Rationale

A deep learning method is made of data and model. Recent literature on the
handwritten document image analysis has developed a lot of progress over im-
proving the model. These works frequently bring into attention that it would be
useful to improve the data. It is therefore a significant part of the works included
data augmentation [33,29,23,31,7], synthetic data generation [26,9,10,24,8,21] or
transfer learning [1,16,27,10,28,20] to improve the data. The principle of im-
proving data using pseudo methods was observed to improve the performance.
However the significant performance improvement [32] prospected from a large
scale handwritten document image dataset could not yet be seen on handwrit-
ten document image analysis tasks. Hence a thousand word images are worth a
word!

2 Scientific research objectives

2.1 Hypothesis

The hypothesis of the proposed research is to create a large scale handwritten
document image dataset for significantly improving the accuracy of deep learn-
ing algorithms on document image analysis tasks. We propose to work on data to
improve the performance although there is value to improve the model as well.
But lots of document image analysis literature have already explored to im-
prove the model rather than the data whereas the performance of deep learning
algorithms increases logarithmically based on the size of the data [32,17].

2.2 Objectives

A lot of literature in handwritten document image analysis have explored differ-
ent deep learning models. The researchers now know to achieve baseline results
using the publicly available latest deep learning models. They also know to per-
form improvements by hyperparameter tuning. But the size of the handwritten
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document image analysis datasets has remained constant. The work proposed
here has the objective to perform bigger improvements by constructing a large
scale handwritten document image analysis dataset. Two important aspects of
this objective are constructing the dataset and demonstrating the performance
improvement.

Construct a large scale document image dataset We aim at constructing
a dataset at the scale of 1M segmented word images and their labels. The size
is intuited by the ImageNet dataset. The dataset is intended to contain ground
truth for all stages of the handwritten document image analysis that are page
segmentation, text line segmentation, word segmentation and text recognition.
To our knowledge this will be the largest handwritten document image dataset in
terms of the number of images and ground truth levels. The present handwritten
document image analysis datasets are at a scale of tens of thousands [19] besides
none of them provides all the ground truth levels together for page segmentation,
text line segmentation, word segmentation and text recognition. Two important
aspects of dataset construction are collecting the raw handwritten document
images and labeling the ground truths.

1. We want to collect the raw handwritten document images from the na-
tional scientific library of Belgium (KBR). The number of required document
images will be calculated approximately to gather the 1M segmented word im-
ages. We will collect the documents that are written in Latin alphabet because
the prospective labelers are likely to be able to read the Latin alphabet.

2. We want to use a systematic and repeatable way to label the dataset.
Accordingly data is split into a number of sets. At the beginning, human labelers
label the first set of data and produce its ground truth. We train the model on
the first set of data using its ground truth. The trained model is tested on the
second set of data to produce its predicted truth. The predicted truth is validated
by the human labelers to produce the ground truth of the second set of data.
The ground truth of the second set of data is aggregated with the ground truth
of the first set of data. This cycle continues until the ground truth for all the sets
of data is produced. The predicted truth reduces the workload on the human
labelers and shortens the labeling time.

Demonstrate performance improvement on handwritten document
image analysis We aim at demonstrating performance improvement for all
stages of the handwritten document image analysis that are page segmentation,
text line segmentation, word segmentation and text recognition. Performance
improvement is to be demonstrated by graphing the relationship between the
dataset size and performance, presenting new state of the art results on existing
benchmarks and organizing an international challenge.

1. We want to figure out the relationship between the dataset size and the
performance. This relationship has been investigated on computer vision tasks
[32] but not on handwritten document image analysis tasks because of the limited
dataset sizes.
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2. We want to present new state of the art results for all stages of the hand-
written document image analysis that are page segmentation, text line segmen-
tation, word segmentation and text recognition on the present handwritten doc-
ument image analysis benchmarks using the models learned from the large scale
handwritten document image dataset. Usually ImageNet [4], a dataset of 1M la-
beled natural scene images is used to pretrain models for handwritten document
image analysis tasks. Since the domain of ImageNet is very different than hand-
written text domain only the early layers of the pretrained model are useful for
handwritten document image analysis tasks. This is because the earlier features
of a model contain more generic features that are useful to many tasks, but later
layers of the model becomes specific to the dataset.

3. The final objective is to organize an international challenge on the large
scale handwritten document image analysis dataset for advancing handwritten
document image analysis research by a collective effort. This will also increase
reputation of the dataset and make it a popular benchmark for handwritten
document image analysis tasks.

3 Research methodology and work plan

Work package 1: Collect handwritten English document images (3 months) Ob-
jectives: To collect the raw handwritten English document images from libraries.
The number of required document images will be calculated approximately to
gather the 1M segmented word images. We will collect the documents that are
written in English because the prospective labelers are likely to be able to read
English.

Tasks: Task 1.1 - Identify the approximate number of handwritten document
images required to extract 1M segmented word images.

Task 1.2 - Identify the libraries that curate English digital collections with
open access. - Download the required number of document images.

Risks: - The required number of English handwritten document images with
open access is not available.

Contingency plan: - Identify the libraries that curate English handwritten
document images with copyright legislation. Propose the authorized people to
collaborate the research by giving access rights to the copyrighted English hand-
written document images. - Identify the libraries that curate open access digital
collections written in Latin alphabet.

Deliverable: A raw dataset of handwritten English document images that
contain approximately 1M words.

Work package 2: Label the dataset at a single ground truth level (4 months)
Objectives: To label the dataset at a single ground truth label. Dataset is split
into a number of sets. Human labelers label the ground truth or validate the
predicted truth of a set of data. A model is trained on the present ground truth
and used to produce the predicted truth.

Tasks: Task 1.1 - Identify the human labelers.
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Task 1.2 - Identify the number of pages for each cycle so the accuracy of
predicted truths will be maximum while the validation time of human labelers
will be minimum per cycle.

Task 1.3 - Identify the open access annotation tool to be used. - Define the
labeling convention. - Train the labelers about the annotation tool and labeling
convention. - Labelers label the dataset using the annotation tool and according
to the labeling convention. - Download the label files.

Task 1.4 - Implement the model that will be used for producing the predicted
truth. - Use the trained model to produce the predicted truth.

Risks: - Labels are not consistent. - Some document images do not contain
handwritten English text.

Contingency plan: - Train the labelers second time about the labeling con-
vention. - Gather more handwritten English document images from the libraries.

Deliverable: A labeled dataset of handwritten English document images that
contain approximately 1M words.

Work package 3: Figure the incremental performance by the handwritten
document image dataset. (1 months) Objectives: To figure out the results of
model performance with the increase in the size of the dataset in each iteration.

Tasks: Task 1.1 - Implement the model, tune its hyperparameters. - Make
the experiments to figure the graph of performance by increased dataset size.

Risks: - The performance does not increase by dataset size.

Contingency plan: - Review the labels by a consensus check. Consensus check
label a sample according to the majority of the labelers.

Deliverable: A figure that shows the incremental performance by the size of
handwritten document image dataset.

Work package 4: New state of the art results on the present handwritten
document image analysis benchmarks. (3 months) Objectives: To present new
state of the art results on the present handwritten document image analysis
benchmarks .

Tasks: Task 1.1 - Implement the model. - Train the model on the large scale
handwritten document image dataset. - Fine tune the model on the present
benchmark. - Compare the results on the present benchmark with the results of
the literature.

Risks: - The results do not over perform the literature.

Contingency plan: - Review the labels by a consensus check. Consensus check
labels a sample according to majority of the labelers.

Deliverable: A table that compares the results of the pretrained model and
the results of the literature on the present benchmarks.

Work package 5: Organize an international competition (3 months) Objec-
tives: To organize an international competition on the large scale handwritten
document image analysis dataset for advancing handwritten document image
analysis research by a collective effort.

Tasks: Task 1.1 - Identify a premier international conference to propose the
competition. - Identify the evaluation metrics for each stage of the handwritten
document image analysis. - Identify the official data splits for training, testing
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and blind testing. - Make experiments to get the baseline results. - Identify the
submission format. - Prepare the competition proposal. - Execute the submis-
sions locally and evaluate them on the blind test set. - Compare the submission
results.

Risks: - No one participates the competition.
Contingency plan: - Execute the publicly available methods and compare

them with the baseline results.
Deliverable: A paper that presents the dataset, evaluation metrics, baseline

results and the comparison of the submitted method’s results.
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